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History: Becoming a cloud provider

¢ Early 2000s: Phenomenal growth of web services
l Many large Internet companies deploy huge data centers, 

develop scalable software infrastructure to run them
l Due to economies of scale, these companies were now 

able to run computation very cheaply
l What else can we do with this?

3

Technology Cost in medium DC
(~1,000 servers)

Cost in large DC 
(~50,000 servers)

Ratio

Network $95 per Mbit/sec/month $13 per 
Mbit/sec/month

7.1

Storage $2.20 per GByte/month $0.40 per GByte/month 5.7

Administration ~140 servers/admin >1,000 servers/admin 7.1
Source: James Hamilton's Keynote, LADIS 2008
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History: Incentives
¢ Idea: Use your existing data center to provide cloud 

services

¢ Why is this a good idea?

¢ Make a lot of money
l Price advantage of 3x-7x ® Can offer services much 

cheaper than medium-size company and still make profit

¢ Leverage existing investment
l New revenue stream at low incremental cost (example: 

many Amazon AWS technologies were initially 
developed for Amazon's internal operations)

¢ Defend a franchise
l Example: Microsoft enterprise apps ® Microsoft Azure 4
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History: Incentives (continued)
¢ Attack an incumbent

l Company with requisite datacenter may want to 
establish a 'beach head' before a '800 pound gorilla' 
emerges

¢ Leverage existing customer relationships
l IT service organizations like IBM Global Services have 

extensive customer relationships; provide anxiety-free 
migration path to existing customers

¢ Become a platform
l Example: Facebook's initiative to enable plug-in 

applications is a great fit for cloud computing 5
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Recap: Different Types of Cloud Services

¢ IaaS: OS layer, provides 
basic computational 
infrastructure

¢ PaaS: middleware layer. 
Provides a set of services 
to developers to build their 
applications

¢ SaaS: application layer. 
Provides applications to 
final users

NIST SP 500-292     NIST Cloud Computing Reference Architecture 
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Figure 15: Cloud Provider - Service Orchestration 

A three-layered model is used in this representation, representing the grouping of three types of system 
components Cloud Providers need to compose to deliver their services.   

In the model shown in Figure 15, the top is the service layer, this is where Cloud Providers define 
interfaces for Cloud Consumers to access the computing services. Access interfaces of each of the three 
service models are provided in this layer. It is possible, though not necessary, that SaaS applications can 
be built on top of PaaS components and PaaS components can be built on top of IaaS components. The 
optional dependency relationships among SaaS, PaaS, and IaaS components are represented graphically 
as components stacking on each other; while the angling of the components represents that each of the 
service component can stand by itself. For example, a SaaS application can be implemented and hosted on 
virtual machines from an IaaS cloud or it can be implemented directly on top of cloud resources without 
using IaaS virtual machines.  

The middle layer in the model is the resource abstraction and control layer. This layer contains the 
system components that Cloud Providers use to provide and manage access to the physical computing 
resources through software abstraction. Examples of resource abstraction components include software 
elements such as hypervisors, virtual machines, virtual data storage, and other computing resource 
abstractions. The resource abstraction needs to ensure efficient, secure, and reliable usage of the 
underlying physical resources. While virtual machine technology is commonly used at this layer, other 
means of providing the necessary software abstractions are also possible.  The control aspect of this layer 
refers to the software components that are responsible for resource allocation, access control, and usage 
monitoring. This is the software fabric that ties together the numerous underlying physical resources and 
their software abstractions to enable resource pooling, dynamic allocation, and measured service. Various 
open source and proprietary cloud software are examples of this type of middleware.  

The lowest layer in the stack is the physical resource layer, which includes all the physical computing 
resources. This layer includes hardware resources, such as computers (CPU and memory), networks 
(routers, firewalls, switches, network links and interfaces), storage components (hard disks) and other 
physical computing infrastructure elements. It also includes facility resources, such as heating, ventilation 
and air conditioning (HVAC), power, communications, and other aspects of the physical plant. 

Following system architecture conventions, the horizontal positioning, i.e., the layering, in a model 
represents dependency relationships – the upper layer components are dependent on adjacent lower layer 

6
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IaaS PaaS SaaS Comparison
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Recap: Examples of  *aaS

¢ Infrastructure as a Service (IaaS): basic compute and 
storage resources
l On-demand servers
l Amazon EC2, VMWare vCloud

¢ Platform as a Service (PaaS): cloud application 
infrastructure
l On-demand application-hosting environment
l E.g. Google AppEngine, Salesforce.com, Windows Azure, Amazon

¢ Software as a Service (SaaS): cloud applications
l On-demand applications
l E.g. GMail, Microsoft Office Web Companions
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Example of IaaS: Using the IaaS from AWS
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IaaS PaaS SaaS Comparison
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PaaS
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¢ -PaaS is a cloud computing service that offers a platform 
for users to run applications onto the cloud

¢ -It is a level above Infrastructure as a service(IaaS) 
because unlike IaaS, Paas does not require users to 
develop their own operating system environment

Platform as a Service(PaaS)



Cloud Providers 13

¢ Middle ground between SaaS and IaaS

¢ Development platform
l Customers use to develop applications that benefit from the 

scalability of the cloud without fully developing their own solution 
using an IaaS provider

¢ Offers an application development platform that will 
automatically scale with demand

Platform as a Service (PaaS)
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¢ Official definition of PaaS from NIST standard

“The capability provided to the consumer is to 
deploy onto the cloud infrastructure consumer-created 
or acquired applications created using programming 
languages, libraries, services, and tools supported by 
the provider. The consumer does not manage or control 
the underlying cloud infrastructure including network, 
servers, operating systems, or storage, but has control 
over the deployed applications and possibly 
configuration settings for the application-hosting 
environment.”

Platform as a Service (PaaS)
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PaaS Example: Windows Azure PaaS

¢ Platform as a Service
l Application Platform in the Cloud

¢ Provides:
l Compute

• Web, Worker & VM Role
l Storage

• Blob, Table, Queue & Azure SQL Server
l Application Fabric

• Service Bus, Access Control, (Future: Cache, 
Integration & Composite)
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Cloud Services Type: Efficiency Vs. Control
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¢ PaaS can be better for costs than IaaS, as systems are 
optimized to run applications efficiently

¢ IaaS may only provide hardware and thus clients have to 
be in charge of load balancing and networking

More Cost Effective
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¢ PaaS is better suited for multi-tenancy as the PaaS
provider optimizes their infrastructure for use by many 
providers

¢ Multi-tenancy means that many users may share the same 
physical computer and database

Multi-Tenancy
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¢ PaaS is better suited for multi-tenancy than an IaaS
because an IaaS may provide each user with their own 
virtual machine and create a clear separation of resources

¢ However, in a PaaS, users may share the same machine, 
database, etc.

Multi-Tenancy
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¢ PaaS may lock in applications by requiring users to 
develop apps using proprietary interfaces and languages

¢ This means that it may be difficult for users to go to 
another vendor to host their app 

¢ Businesses may risk their future on the dependability of 
the PaaS

Vendor Lockin
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¢ Many PaaS offer Browser-based development tools

¢ In this way, developers can create their own applications 
online

¢ Ease of deployment, the platform takes care of the scaling 
for you

Development Tools
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¢ As a developer, your objective is to create an application 
in the quickest, most effective way possible

¢ One should not create applications using convoluted 
methods that may take a long time to complete

¢ The user only sees the end product, not the development 
process. 

Principles of Software Development
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¢ You need to make decisions with long-term 
consequences, when you use cloud

¢ If you choose to use a PaaS and get your application 
vendor locked in, then your business may fail if the PaaS
greatly increases their prices

¢ You will not be able to move to another cloud since your 
app cannot be easily migrated somewhere else

PaaS vs. Iaas
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¢ An app that is used to fulfill a temporary need, may be 
handled by a PaaS solution

¢ An app that may need to be deployed quickly, may be 
faster developed by a PaaS

¢ If your software team is small, it may be better to develop 
on a PaaS and let the PaaS provider handle the OS and 
networking for your team

PaaS vs. Iaas
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¢ An app that must serve a variety of purposes for the long 
term may be better developed on IaaS

¢ If you need flexibility to change dev tools, languages then 
an IaaS may be better

¢ A large software development team may have the 
resources to optimize and monitor an IaaS system

PaaS vs. Iaas
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But,… IaaS, i.e.
Deploying Cloud-based Applications/ Services
in form of (groups of) VMs may be too costly !

Container Technologies to our rescue !
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VMs vs. Containers
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Virtual Machine vs. Container 

Source: Claus Pahl, “Containerization and the PaaS Cloud,” IEEE Cloud Computing Magazine, 
May/June 2015

(e.g. Docker)

Host OS kernel with Light-Weight 
Virtualization support, e.g. LXC (LinuX Container)
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Basic Operations of a Docker system

Source 
Code 

Repository

Docker
file
For 
A

Docker
Engine

Docker
Container

Image 
Registry

Build

Docker 

Host 2 OS 2 (Linux)

Container A

Container B

Container C

Container A

Push

Search Pull

Run

Host 1  OS 
(Linux)
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¢ Units of software delivery (ship it!) 

● run everywhere 

– regardless of kernel version 

– regardless of host distribution 

– (but container and host architecture must match*) 

● run anything 

– if it can run on the host, it can run in the container 

– i.e., if it can run on a Linux kernel, it can run

*Unless you emulate CPU with QEMU and binfmt 

Docker Containers 



Cloud Providers 31

¢ NOT A Virtual Hark Disk (VHD) file

¢ NOT A FILESYSTEM  

¢ uses a Union File Systemn File System

¢ a read-only Layer

¢ do not have state

¢ Basically a tar file

¢ Has a hierarchy  

• Arbitrary depth

• Fits into the Docker Registry 

Docker Image structure

https://docs.docker.com/terms/layer/%23ufs-def
https://docs.docker.com/terms/layer/%23layer-def


Cloud Providers 32

Google’s Kubernetes: -
Merging 2 Different Types of Containers
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Hypervisors vs. Linux Containers

Hardware
Operating System

Hypervisor
Virtual Machine

Operating 
System

Bins / libs

App App

Virtual Machine

Operating 
System

Bins / libs

App App

Hardware
Hypervisor

Virtual Machine

Operating 
System

Bins / libs

App App

Virtual Machine

Operating 
System

Bins / libs

App App

Hardware
Operating System

Container

Bins / libs

App App

Container

Bins / libs

App App

Type 1 Hypervisor Type 2 Hypervisor Linux Containers

Containers are isolated, but share OS 
and, where appropriate, libs / bins.
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Kubernetes – Google’s path towards 
“Cloud-native” Applications

¢ Kubernetes serves as a distributed platform for hosting 
containers in a clustered environment
l Provide orchestration of containers: container grouping, scheduling, 

load-balancing, auto-healing, scaling, service-discovery functions, 
etc .

¢ Apps structured as Independent (micro)services
l Encapsulated states with APIs, like “Objects”
l Mix of Programming Languages
l Mix of Teams



Cloud Providers 35

its
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Different forms of 
Cloud-based Computing Services/Offerings 

from Google
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History of Public Cloud Services: The pioneers

¢ Jul 2002: Amazon Web Services launched
l Third-party sites can search and display products from 

Amazon's web site, add items to Amazon shopping carts
l Available through XML and SOAP

¢ Mar 2006: Amazon S3 launched
l Innovative 'pay-per-use' pricing model, which is now the 

standard in cloud computing
l Cheaper than many small/medium storage solutions: 

$0.15/GB/month of storage, $0.20/GB/month for traffic
l Amazon no longer a pure retailer, entering technology space

¢ Aug 2006: EC2 launched
l Core computing infrastructure becomes available

37
University of Pennsylvania
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Other Cloud Service providers
¢ Windows Azure

l Similar services now, was pushing the 
Platform-as-a service model (PaaS)

¢ Rackspace
l Infrastructure-as-a-service, powered by 

OpenStack (opensource clone of EC2/S3)
¢ Google App Engine, Google Compute 

Cloud, Google Apps
l Google App Engine is a Platform-as-a-Service; 
l Google Compute Engine is an IaaS; 
l Google Apps is a Software-as-a-Service ;
l Most recently (Aug 2015) Google Container Engine 

(GKC) 
• run Docker “Containers” over Google Cloud Platform, 

using Kubernetes for “orchestration”
• CaaS – close to an Open PaaS on Linux Platform

38
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History: Wide-spread adoption 
¢ Apr 2008: Google App Engine launched

l Same building blocks Google uses for its own applications: Bigtable
and GFS for storage, automatic scaling and load balancing, ...

¢ Nov 2009: Windows Azure Beta launched
l Becomes generally available in 21 countries in Feb 2010

¢ 2013: Windows Azure IaaS and Google Compute Engine 
(IaaS) available to the public !

¢ Aug 2015: Google Container Engine (GKC) – container-
based computing, official product launch:
l Based on Open-source Kubernetes container management system  from 

Red-hat, Docker, IBM, OpenStack, VMWare, Mesosphere, Cisco, Intel
l Forming the Cloud Native Computing Foundation: https://cncf.io

39
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Amazon Web Services (AWS) Overview



Cloud Providers 41

What is Amazon Web Services (AWS) ?
¢ AWS provides a collection of services for building 

cloud applications

¢ Services for:
l Storage: S3, EBS
l Computation: Elastic Cloud Computing (EC2), scaling/load balancer, 

Elastic Map/Reduce, Elastic Beanstalk
l Databases: RDS, DynamoDB, ElastiCache
l Coordination: Simple Notification Service, Simple Workflow Framework
l Content delivery network
l Amazon CloudFront
l Amazon Mechanical Turk (MTurk)

A 'marketplace for work’
l …

¢ All services are paid depending on use
http://phx.corporate-ir.net/phoenix.zhtml?c=176060&p=irol-corporateTimeline

41
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Overview of AWS Services

Coordination services

42
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Using AWS Services
¢ AWS Management Console

l Easy to use, great for manual configurations
l Use username / password provided

¢ Command line tools
l For writing scripts

• e.g., create a set of machines to analyze data every day 
l Use access key ID and secret access key, or certificates for EC2

¢ AWS API
l Integrating cloud services into your applications

• e.g., storing data on the cloud, running computation in the background
l Use access key ID and secret access key, or certificates for EC2

¢ SSH into EC2 instances is performed using a different 
keypair

43
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Setting up an AWS account

44
University of Pennsylvania

aws.amazon.com

n Sign up for an account on aws.amazon.com
n You need to choose an username and a password
n These are for the management interface only
n Your programs will use other credentials (RSA keypairs, 

access keys, ...) to interact with AWS
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AWS credentials

¢ Why so many different types of credentials?

45

Sign-in credentials X.509 certificates

EC2 key pairs Access keys

AWS web site and
management console

Command-line tools
SOAP APIs

REST APIsConnecting to an
instance (e.g., via ssh)
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The AWS management console

¢ Used to control many AWS services:
l For example, start/stop EC2 instances, create S3 buckets...

46
University of Pennsylvania
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REST and SOAP

¢ How do your programs access AWS?
l Via the REST or SOAP protocols
l Example: Launch an EC2 instance, store a value in S3, ...

¢ Simple Object Access protocol (SOAP)
l Not as simple as the name suggests
l XML-based, extensible, general, standardized, but also 

somewhat heavyweight and verbose
l Increasingly deprecated (e.g., for SimpleDB and EC2)

¢ Representational State Transfer (REST)
l Much simpler to develop than SOAP
l Web-specific; lack of standards

47
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Example: REST

48

https://sdb.amazonaws.com/?Action=PutAttributes
&DomainName=MyDomain
&ItemName=Item123
&Attribute.1.Name=Color&Attribute.1.Value=Blue
&Attribute.2.Name=Size&Attribute.2.Value=Med
&Attribute.3.Name=Price&Attribute.3.Value=0014.99
&AWSAccessKeyId=<valid_access_key>
&Version=2009-04-15
&Signature=[valid signature]
&SignatureVersion=2
&SignatureMethod=HmacSHA256
&Timestamp=2010-01-25T15%3A01%3A28-07%3A00

<PutAttributesResponse>
<ResponseMetadata>
<StatusCode>Success</StatusCode>
<RequestId>f6820318-9658-4a9d-89f8-
b067c90904fc</RequestId>
<BoxUsage>0.0000219907</BoxUsage
>
</ResponseMetadata>
</PutAttributesResponse>

Sample request Sample response

Source: http://awsdocs.s3.amazonaws.com/SDB/latest/sdb-dg.pdf

Invoked
method

Parameters

Credentials

Response
elements
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Example: SOAP
<?xml version='1.0' encoding='UTF-8'?>
<SOAP-ENV:Envelope
xmlns:SOAP-
ENV='http://schemas.xmlsoap.org/soap/envelope/'
xmlns:SOAP-
ENC='http://schemas.xmlsoap.org/soap/encoding/'
xmlns:xsi='http://www.w3.org/2001/XMLSchema-instance'
xmlns:xsd='http://www.w3.org/2001/XMLSchema'>
<SOAP-ENV:Body>
<PutAttributesRequest
xmlns='http://sdb.amazonaws.com/doc/
2009-04-15'>
<Attribute><Name>a1</Name><Value>2</Value></Attribute>
<Attribute><Name>a2</Name><Value>4</Value></Attribute>
<DomainName>domain1</DomainName>
<ItemName>eID001</ItemName>
<Version>2009-04-15</Version>
</PutAttributesRequest>
</SOAP-ENV:Body>
</SOAP-ENV:Envelope>

<?xml version="1.0"?>
<SOAP-ENV:Envelope xmlns:SOAP-
ENV="http://schemas.xmlsoap.org/soap/env
elope/">
<SOAP-ENV:Body>
<PutAttributesResponse>
<ResponseMetadata>
<RequestId>4c68e051-fe45-43b2-992a-
a24017ffe7ab</RequestId>
<BoxUsage>0.0000219907</BoxUsage>
</ResponseMetadata>
</PutAttributesResponse>
</SOAP-ENV:Body>
</SOAP-ENV:Envelope>

Sample request Sample response

Source: http://awsdocs.s3.amazonaws.com/SDB/latest/sdb-dg.pdf
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Overview of Services

Coordination services

50
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Simple Storage Service (S3)
¢ First publicly available web service from Amazon (2006)

¢ Unstructured storage of large amount of data with high reliability
l Automatically replicated across multiple datacenters 
l write, read, delete data objects

¢ Storage pay-as-you-store model
l $0.095 a gigabyte + per-request charges + network bandwidth

¢ Stores data objects into buckets, each data object is up to 5T

¢ Data can be read and written through a programming API
l You can use S3 in your applications as a data storage layer

¢ Relaxed Eventual Consistency Model
l If you PUT to an existing key, a subsequent read might return the old data or 

the updated data, but it will never write corrupted or partial data.
51

Demo:&h(ps://console.aws.amazon.com/s3/home?region=us:east:1&
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S3 Program Example

¢ Python + Boto
l Boto = AWS SDK for Python, now at version 3

from boto.s3.connection import S3Connection
conn = S3Connection(AWS_KEY, AWS_SECRET)
bucket = conn.get_bucket(BUCKET)
destination = bucket.new_key()
destination.name = filename
destination.set_contents_from_file(myfile)
destination.make_public()

https://s3.amazonaws.com/cs498cc-mmontan2/greetings.html

52https://s3.amazonaws.com/cs498cc-mmontan2/greetings.html

https://s3.amazonaws.com/cs498cc-mmontan2/greetings.html
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Overview of AWS Services

53
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What is Amazon Elastic Block Store (EBS) ?

¢ “Cloud-based virtual hard drives”

¢ Block level storage volumes for use with Amazon EC2 instances 
(EC2 instances = virtual machines, to be discussed next)

¢ Persistent, Off-instance Storage, persists independently from the 
life of an instance
l Unlike the local instance store, data stored in EBS is not lost 

when an instance fails or is terminated

Should I use the instance store or EBS?
Typically, instance store is used for temporary data

54

AMZ EC2 Instance EBS storage
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EBS Volumes

¢ EBS storage is allocated in volumes
l A volume is a 'virtual disk' (size: 1GB - 1TB)
l Basically, a raw block device
l Can be attached to an instance (but only one at a time)
l Can attach multiple volumes to a single instance and stripe 

across the volumes (RAID0) to achieve further increases in 
throughput.

¢ Placed in specific availability zones
l Why is this useful?
l Be sure to place it near instances (otherwise can't attach)

¢ Replicated across multiple servers
l Data is not lost if a single server fails
l Amazon: Annual failure rate is 0.1-0.5% for a 20GB volume

University of Pennsylvania
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Elastic Block Store (EBS) cont’d
¢ Amazon CloudWatch exposes performance metrics for EBS 

volumes, giving insight into bandwidth, throughput, latency, 
…

¢ EBS can be (incrementally) backed up on S3

¢ Higher throughput than Amazon EC2 instance stores for 
applications performing a lot of random accesses 

56
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Time

Snapshots

¢ You can create a snapshot of a volume
l Copy of data in the volume at the time snapshot was 

made
l Only the first snapshot makes a full copy; subsequent 

snapshots are incremental

¢ What are snapshots good for?
l Sharing data with others

• DBpedia snapshot ID is "snap-882a8ae3"
• Access control list (specific account numbers) or public access

l Instantiate new volumes
l Point-in-time backups 57
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Pricing
¢ You pay for...

l Storage space: e.g. $0.10 per allocated GB per month
l I/O requests: e.g. $0.10 per million I/O requests
l S3 operations (GET/PUT)

¢ Charge is only for actual storage used
l Empty space does not count

58
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Creating an EBS volume

59
University of Pennsylvania

Needs to be in same
availability zone as
your instance!

DBpedia
snapshot ID

Create volume
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Mounting an EBS volume

¢ Step 1: Attach the volume

¢ Step 2: Mount the volume in the instance

60
University of Pennsylvania

mkse212@vm:~$ ec2-attach-volume -d /dev/sda2 -i i-9bd6eef1 vol-cca68ea5
ATTACHMENT      vol-cca68ea5    i-9bd6eef1      /dev/sda2       attaching
mkse212@vm:~$

mkse212@vm:~$ ssh ec2-user@ec2-50-17-64-130.compute-1.amazonaws.com

__|  __|_  )  Amazon Linux AMI
_|  (     /     Beta

___|\___|___|

See /usr/share/doc/system-release-2011.02 for latest release notes. :-)
[ec2-user@ip-10-196-82-65 ~]$ sudo mount /dev/sda2 /mnt/
[ec2-user@ip-10-196-82-65 ~]$ ls /mnt/
dbpedia_3.5.1.owl  dbpedia_3.5.1.owl.bz2  en  other_languages
[ec2-user@ip-10-196-82-65 ~]$
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Detaching an EBS volume

¢ Step 1: Unmount the volume in the instance

¢ Step 2: Detach the volume

61
University of Pennsylvania

mkse212@vm:~$ ec2-detach-volume vol-cca68ea5
ATTACHMENT      vol-cca68ea5    i-9bd6eef1      /dev/sda2       detaching
mkse212@vm:~$

[ec2-user@ip-10-196-82-65 ~]$ sudo umount /mnt/
[ec2-user@ip-10-196-82-65 ~]$ exit
mkse212@vm:~$
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Summary of Elastic Block Store (EBS)

¢ What EBS is:
l Basically a virtual hard disk; can be attached to EC2 instances
l Persistent - state survives termination of EC2 instance

¢ How to use EBS:
l Allocate volume - empty or initialized with a snapshot
l Attach it to EC2 instance and mount it there
l Can create snapshots for data sharing, backup

62
University of Pennsylvania
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Overview of AWS Services

63
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What is Amazon Elastic Cloud Computing (EC2) 
?

¢ Launched in 2006 for providing resizable compute 
capacity in the cloud

¢ Rent virtual computers on demand 
l Pay for what you use 

• Hourly rates, e.g., $0.065 an hour for a “small” instance
l Create new instances within tens of seconds
l Increase the computing capacity of an instance in 

minutes

¢ Most startups and several large organizations use EC2 for 
running their servers

64



Cloud Providers 65

What is Amazon EC2 ? (cont’d)

¢ Infrastructure-as-a-Service (IaaS)
l You can rent various types of virtual machines by the hour
l In your VMs, you can run your own (Linux/Windows) programs

• Examples: Web server, search engine, movie renderer, ...

ht
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/e
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pr

ic
in

g 
(9

/1
1/

20
13

)

68.4 GB 
memory

8 virtual cores
(3.25 CU each)

1690 GB 
storage

'high' I/O

1.7 GB memory
1 virtual core
(1 CU each)

160GB storage
'moderate' I/O
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Amazon Machine Image (AMI)
¢ Virtual instances boot on a Amazon Machine Image (AMI)

¢ An image of an operating system ready to boot
l Amazon Linux; Redhat; Ubuntu Server; Windows;…
l They might be preconfigured with Apache, Mysql … 
l Anybody can create AMIs and send them to Amazon

• It’s created from a snapshot of the files in a 
computer

¢ For the class: use “free tier” enabled images. 
l e.g. Ubuntu Server 12.04.1 LTS

66
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Where are my instances?
Amazon has data centers in different areas of the world (e.g., North America, 
Europe, Asia, etc.)

¢ Where exactly does my instance run?
l No easy way to find out - Amazon does not say

¢ Instances can be assigned to Regions
l Currently 9 available: US East (Northern Virginia), 

US West (Northern California), US West (Oregon), 
EU (Ireland), Asia/Pacific (Singapore), 
Asia/Pacific (Sydney), Asia/Pacific (Tokyo), 
South America (Sao Paulo), AWS GovCloud

l Important, e.g., for reducing latency to customers
l Design an application to be closer to specific customers or to meet legal 

or other requirements
¢ Each Region contains multiple distinct locations called Availability Zones 
¢ Availability Zones are isolated from failures in others 

¢ Inexpensive, low-latency network connectivity to other Zones in the same 
Region

¢ Launching instances in separate Availability Zones à protect applications 
from failure in a single location

67
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Create a new instance
¢ ec2-run-instances <ami> -k <keypair> --instance-type 

<type> -z <region-availability zone>

¢ Instance Type: Micro (search for free tier)

¢ EBS-backed 
l In EBS-backed, your root disk is on a network storage. 
l Stop and restart maintain the data

• Depending on settings, termination might delete the EBS 
volume

¢ Instance-backed
l Everything is stored on the local disk of the machine
l Data is lost when the machine is stopped / terminated.
l Limited in what you can change after boot
l Excellent for temporary jobs that require a local disk space
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Using the Instance
¢ Once the instance starts, it is your computer

l Users, configurations, servers, it’s all up to the cloud 
user (you).

l AMI provides initial configurations, but you can 
change anything you want

¢ Accessing the instance:
l AMI come preconfigured with users

• “ec2-user” for the Amazon Linux AMIs, “ubutu” for the Ubuntu 
image

l At the first boot, Amazon loads a ssh public key that 
you provide in the user directory so you can log in.

l After that, you can change anything you want
l Use ssh to access the instance:

• ssh -i <privatekey> user@instanceip
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Creating the key-pair
¢ Create your own set of keys for the group

l You can use the AWS Management Console
• There are also command line tools and API

l Put the name of your group in the key pair, so that you 
know which one you should use

¢ The private key can be downloaded only once, so 
put it in a safe place
l If you lose the private key, you can create a new 

keypair. 
l However, you might not be able to access instances 

created with your previous key 70
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EC2 API

¢ Python + boto

from boto.ec2.connection import EC2Connection
conn = EC2Connection('<AWS_ACCESS_KEY_ID>', 
'<AWS_SECRET_ACCESS_KEY>')

conn.run_instances(
'<ami-image-id>',
key_name='myKey',
instance_type='c1.xlarge',
security_groups=['your-security-group-here'])

• Java interface is a more syntactically complex, but 
semantically it’s the same

71
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Instance types

¢ So far: On-demand instances

¢ Also available: Reserved instances
l One-time reservation fee to purchase for 1 or 3 years
l Usage still billed by the hour, but at a considerable discount

¢ Also available: Spot instances
l Spot market: Can bid for available capacity
l Instance continues until terminated or price rises above bid

Source: http://aws.amazon.com/
ec2/reserved-instances/
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Service Level Agreement

University of Pennsylvaniahttp://aws.amazon.com/ec2-sla/ (9/11/2013; excerpt)

4.38h downtime
per year allowed
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Reminder: Oh no - where has my data gone?
¢ EC2 instances do not have persistent storage

l Data survives stops & reboots, but not termination

¢ So where should I put persistent data?
l Elastic Block Store (EBS) 
l Ideally, use an AMI with an EBS root (Amazon's 

default AMI has this property)

74
University of Pennsylvania

If you store data on the virtual hard disk of 
your instance

and the instance fails or you terminate it,
your data WILL be lost! 
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EC2 instances with EBS roots
¢ EC2 instances can have an EBS volume as their root 

device ("EBS boot")
l Result: Instance data persists independently from the lifetime of 

the instance
l You can stop and restart the instance, similar to suspending and 

resuming a laptop
• You won't be charged for the instance while it is stopped (only for 

EBS)
l You can enable termination protection for the instance

• Blocks attempts to terminate the instance (e.g., by accident) until 
termination protection is disabled again

¢ Alternative: Use instance store as the root
l You can still store temporary data on it, but it will disappear when 

you terminate the instance
l You can still create and mount EBS volumes explicitly
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Security Groups

¢ Basically, a set of firewall rules
l Can be applied to groups of EC2 instances
l Each rule specifies a protocol, port numbers, etc...
l Only traffic matching one of the rules is allowed through

¢ Sometimes need to explicitly open ports 

76

Instance

Evil
attacker

Legitimate
user (you or
your customers)
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Configuring Firewalls
¢ Instances are put into “security groups”
¢ Each security groups defines a set of firewalls 

rules on who can connect to the instance
l Make sure that port 22 (ssh) is open so you can log in 

the instance. 
l If you are running additional services you might need to 

add more rules
• e.g., port 80 for HTTP traffic

l format for IP ipaddress/length of the netmask

¢ Create your own security group with the group name in it
77
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Network pricing

¢ AWS does charge for network traffic
l Price depends on source and destination of traffic
l Free within EC2 and other AWS svcs in same region (e.g., 

S3)
l Remember: ISPs are typically charged for upstream traffic

University of Pennsylvania
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Summary of EC2
¢ What EC2 is:

l IaaS service - you can rent virtual machines
l Various types: Very small to very powerful

¢ How to use EC2:
l Ephemeral state - local data is lost when instance 

terminates
l AMIs - used to initialize an instance (OS, applications, 

...)
l Security groups - "firewalls" for your instances
l Regions and availability zones
l On-demand/reserved/spot instances
l Service level agreement (SLA) 79
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Overview of AWS Services
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Auto Scaling & Elastic Load Balance
¢ Auto Scaling

l Monitor the load on EC2 instances using CloudWatch
l Define Conditions
l Spawn new instances when there is too much load or 

remove instances when not enough load

¢ Elastic Load Balance
l Automatically distributes incoming application traffic across 

multiple EC2 instances
l Detects EC2 instance health and divert traffic from bad ones
l Support different protocols

• HTTP, HTTPS, TCP, SSL, or Custom

¢ They can work together
81
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Overview of AWS Services

82
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Elastic MapReduce (EMR)
¢ EMR utilizes a hosted Hadoop framework running on the 

web-scale infrastructure of Amazon EC2 and Amazon S3
1. Write your Hadoop program in Java
2. Submit the jar for to EMR
3. Store the input in S3

4. Tell EMR to run it (web interface or CLI)
5. EMR runs it and stores the results back in S3

83

It takes up to 10 minutes to 
start your job, EMR looks 
for unused resources to 
minimize the costs
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Overview of AWS Services
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Elastic Beanstalk
¢ Solution for Enterprise server-side java application 

deployment
l Write a Tomcat app, let Amazon deploy it, scale it when 

traffic increases, and detect failures.
¢ Create your normal Tomcat Java Web Application (e.g.

Eclipse).

¢ Upload your application code in as WAR file.

¢ Deploy the application
l Elastic Beanstalk handles the provisioning of a load balancer and the 

deployment of the WAR file to one or more EC2 instances running the 
Apache Tomcat application server

¢ Access the application at a customized URL

(e.g. http://myapp.elasticbeanstalk.com/).

85
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Overview of AWS Services

86
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Relational Database Service (RDS)
¢ Preconfigured EC2 instances with MySQL or Oracle installed

1. Create an RDS instance 
2. Dump your database into it 

• mysqldump acme | mysql --host=hostname --user=username --password acme
3. Update SQL connection strings in your application (which might be 

running anywhere, including EC2 VMs)
¢ Features

l Pre-configured
l Monitoring and Metrics (CloudWatch)
l Automatic Software Patching
l Automated Backups 
l DB Snapshots
l Changing the instance type ( = increase computer power)

• Through EBS snapshots
l Multi-AZ Deployments
l Read Replicas 

• Scaling for read-heavy database workloads
l Isolation and Security

87
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SimpleDB
¢ A NoSQL database, non-relational

¢ Eventual consistency or strong consistency, depending on the request

¢ Data model is comprised of domains, items, attributes and values
l Large collections of items organized into domains
l Items are little hash tables containing attributes of key, value pairs

¢ Use Put, Batch Put, & Delete to create and manage the data set

¢ Use GetAttributes to retrieve a specific item

¢ Attributes can be searched with various lexicographical queries

¢ The service manages infrastructure provisioning, hardware and software maintenance, 
replication, indexing of data items, and performance tuning

¢ Tables limited to 10 GB, typically under 25 writes/second

¢ User manages partitioning and re-partitioning of data over additional SimpleDB tables

SimpleDB S3
Indexes all the attributes Stores raw data
Uses less dense drives Uses dense storage drives

Better optimized for random access Optimized for storing large objects

88
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DynamoDB
¢ Amazon Dynamo paper (2007) à Open-source Apache Cassandra project 

à DynamoDB (1/2012) 
l Dynamo is a highly available, key-value structured storage system

¢ Fully managed NoSQL non-relational Database

¢ Data model is comprised of domains, items, attributes and values (similar 
to SimpleDB)
l Domains are collections of items that are described by attribute-value 

pairs
¢ Pay by reserved throughput + indexed storage

¢ Integrates with Hadoop MapReduce using Elastic MapReduce

¢ Run on solid state disks (SSDs) 

¢ There are no limits on the request capacity or storage size for a given 
table. 
l DynamoDB automatically partitions data and workload over a sufficient 

number of servers to meet the scale requirements

89
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Overview of AWS Services

90
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Amazon CloudWatch
¢ Monitor AWS resources automatically

l Monitoring for Amazon EC2 instances: seven pre-selected metrics at five-
minute frequency

l Amazon EBS volumes: eight pre-selected metrics at five-minute frequency
l Elastic Load Balancers: four pre-selected metrics at one-minute frequency
l Amazon RDS DB instances: thirteen pre-selected metrics at one-minute 

frequency
l Amazon SQS queues: seven pre-selected metrics at five-minute 

frequency
l Amazon SNS topics: four pre-selected metrics at five-minute frequency

¢ Custom Metrics generation and monitoring

¢ Set alarms on any of the metrics to receive notifications or 
take other automated actions 

¢ Use Auto Scaling to add or remove EC2 instances 
dynamically based on CloudWatch metrics

91
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Additional services from AWS
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AWS Import/Export

¢ Import/export large amounts of data to/from S3 
buckets via physical storage device
l Mail an actual hard disk to Amazon (power adapter, cables!)
l Signature file for authentication
l Discussion: Is this the Right Way for shipping data, or should 

we rather be using a network? 93
University of Pennsylvania

Time to transfer 10TB [AF10]

Time to transfer 10TB [AF10]]
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CloudFront

¢ Content distribution network
l Caches S3 content at edge locations for low-latency delivery
l Some similarities to other CDNs like Akamai, Limelight, ...



Mechanical Turk (MTurk)

n A crowdsourcing (Human) marketplace
n Requesters post small jobs (HIT - Human Intelligence Task), 

offer small rewards ($0.01-$0.10)
n e.g. Volunteer effort to search for Jim Gray 95
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Summary of AWS
¢ AWS provides a diverse set of services that permits the 

creation of scalable applications

¢ Many of cloud providers provide similar services
l Storage; Computation; Databases; and other frameworks for 

building applications and hosting network-based services

96
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Example of IaaS: Using the IaaS from AWS
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Recap: Examples of  *aaS

¢ Infrastructure as a Service (IaaS): basic compute and 
storage resources
l On-demand servers
l Amazon EC2, VMWare vCloud

¢ Platform as a Service (PaaS): cloud application 
infrastructure
l On-demand application-hosting environment
l E.g. Google AppEngine, Salesforce.com, Windows Azure, Amazon

¢ Software as a Service (SaaS): cloud applications
l On-demand applications
l E.g. GMail, Microsoft Office Web Companions
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Case Studies on 
Platform as a Service (PaaS)

Cloud Providers:

2/1/2013
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Our 1st PaaS Example:
Google App Engine (GAE)
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¢ GAE was developed in 2008 as a PaaS by Google

¢ It supports multi-tenancy and offers automatic scaling for 
web applications

¢ It supports Python, Java and Go

Google App Engine (GAE)
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¢ GAE supports Django web framework and the Grails web 
app framework

¢ GAE provides infrastructure tools that enable users to 
deploy code without worrying about infrastructure 
challenges such as deployment, failover, scalability

¢ However, the GAE infrastructure limits the type of 
applications that can be run

GAE frameworks and tools
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¢ Applications run in a secure environment

¢ Isolates applications from hardware and operating system, 
and imposes security limitations

¢ Ex. Application code only runs in response to requests 
and a request handler cannot spawn potentially malicious 
sub-processes after response has been sent

GAE Security, Sandbox
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¢ Users of GAE can use App Engine Datastore, Google 
Cloud SQL , and Google Cloud Storage

¢ Can harness Google’s database technology like Bigtable

Storing GAE data
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¢ Can take advantage of Google’s Single-Sign-On feature 
when other users want to access their gmail or google
docs

¢ Build Chrome and Android games on GAE

¢ Google Cloud Endpoints to use access mobile services

GAE’s use with Google Services
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¢ App engine Map Reduce

¢ Search API

¢ SSL support

¢ Page Speed

¢ XMPP API

¢ Memcache API

Other Services supported
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¢ BugSense- An application error-reporting service, it used 
GAE to maintain logs of bugs in software and analyze 
them

¢ Ubisoft- used it to build their first web-based game, “From 
Dust” on Chrome browser

¢ Claritics- small social analytics company of 15 employees, 
used to analyze game datasets

Case Studies of GAE
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¢ Many cell phone apps use GAE for 
their backend like Ruzzle and Tap 
Zoo

¢ Fits GAE’s purpose well of being 
able to scale up for small teams of 
developers

GAE is great for Mobile
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A Case Study on the PaaS from 
Microsoft Azure
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¢ It was launched by Microsoft in 2010

¢ Provides both PaaS and IaaS services
l But our discussion will focus on its PaaS side

¢ It is like a hybrid cloud provider that tries to do multiple 
things

Microsoft Azure
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Windows Azure

¢ Windows Azure is the OS for the data center
l Model: Treat the data center as a machine
l Handles resource management, provisioning, and monitoring
l Manages application lifecycle
l Allows developers to concentrate on business logic

¢ Provides shared pool of compute, disk and network
l Virtualized storage, compute and network
l Illusion of boundless resources

¢ Provides common building blocks for distributed applications
l Reliable queuing, simple structured storage, SQL storage
l Application services like access control and connectivity



Cloud Providers 112

Windows Azure Components 
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Windows Azure Platform
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The Fabric Controller (FC)
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Azure Datacenter Clusters
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Azure Datacenter Network Architecture
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Provisioning a Node (takes 10 minutes!)
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Deploying a Service
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Azure Storage Fundamentals

¢ Storage Characteristics
l Durable – replicated 3 times
l Scalable (capacity and throughput)
l Highly available

¢ Familiar Programming Interfaces
l REST (HTTP and HTTPS)
l .NET accessible
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Azure Storage Objects
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Comparison of Cloud Storage/DB Services

Source: Felix Gessert, “Cloud Databases in Research and Practice,” Apr 2014, baqend.com/nosql.pdf
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Modeling Cloud Applications under Azure

¢ A cloud application is typically made up of different 
components
l Front end: e.g. load-balanced stateless web servers
l Middle worker tier: e.g. order processing, encoding
l Backend storage: e.g. SQL tables or files
l Multiple instances of each for scalability and availability
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The Suggested Application Model under Azure
(using Queues)
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Scalable, Fault-tolerant Applications on
Azure

¢ Queues are the application glue
l Queues decouple different parts of application, making it easier to scale 

app parts independently
l Flexible resource allocation, different priority queues and separation of 

backend servers to process different queues
l Queues masks(i.e. hides from end-users) faults in worker roles
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The Windows Azure Service Model

¢ A Windows Azure application is called a “service”
l Definition information
l Configuration information
l At least one “role”

¢ Roles are like DLLs in the service “process”
l Collection of code with an entry point that runs in its own 

virtual machine

¢ There are currently three role types:
l Web Role: IIS7 and ASP.NET in Windows Azure-supplied OS
l Worker Role: arbitrary code in Windows Azure-supplied OS
l VM Role: uploaded VHD with customer-supplied OS
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Node and Role Health Maintenance
¢ FC maintains service availability by monitoring the software and 

hardware health
l Based primarily on heartbeats 
l Automatically “heals” affected roles

¢ Windows Azure compute SLA requires two instances of each role
l 99.95% for connectivity to two instances
l Achieved with update and fault domains

Problem How to Detect Fabric Response

Role instance crashes FC  guest agent monitors role termination FC restarts role

Guest VM or agent crashes FC host agent notices missing guest agent 
heartbeats

FC restarts VM and hosted role

Host OS or agent crashes FC notices missing host agent heartbeat Tries to recover node
FC reallocates roles to other nodes

Detected node hardware 
issue

Host agent informs FC FC migrates roles to other nodes
Marks node “out for repair”
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Azure Architecture Summary

¢ Platform as a Service is all about reducing management and 
operations overhead

¢ Require refactoring (recoding) of application into “roles”

¢ The Windows Azure Fabric Controller is the foundation for 
Windows Azure’s PaaS
l Provisions machines
l Deploys services
l Configures hardware for services
l Monitors service and hardware health
l Performs service healing



Cloud Providers 131

Comparing Cloud Platforms
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Cloud Platforms:
Leading Vendors and Technologies
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Microsoft
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VMware
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Windows Azure
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Vmware Cloud Foundry
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Amazon Web Services (AWS)
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Eucalyptus
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Openstack
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Typical Public Cloud Platform Use Cases
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Categorizing Public IaaS Clouds



Cloud Providers 142

Public IaaS Offerings from 
Leading Cloud Vendors/Platforms
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Public PaaS Platform Offerings from 
Leading Cloud Vendors
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¢ Research by Duke and Microsoft to compare cloud 
providers in 2010

¢ A. Li, X. Yang, S. Kandula, and M. Zhang.

CloudCmp: Comparing Public Cloud Providers. In ACM  
Internet Measurement Conference, 2010.

Research Paper on
Comparing Cloud Service Providers
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¢ Test the performance of IaaS and PaaS providers
l SaaS cannot be tested as it is too widely varied and using these 

benchmarks doesn't make sense

¢ Benchmark the service:
l Per-Task Monetary Cost
l Network Performance
l Persistent Storage
l Webpage Load Times

Comparison Methodology
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¢ Amazon Web Services (C1)
l Includes Beanstalk and EC2

¢ Rackspace CloudServers (C2)

¢ Google App Engine (C3)

¢ Microsoft Azure (C4)

¢ Not all providers offer all services, so some will not have 
values for certain benchmarks

Which Providers?
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Per-Task Monetary Cost

C1: Amazon AWS C2: Rackspace CloudServers

C3: Google App Engine C4: Microsoft Azure

•Verdict:

oRackspace is the most cost-friendly provider
oMicrosoft Azure is the most expensive to use
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Inter-Datacenter TCP Throughput

•Verdict:

oAmazon has highest throughput between datacenters
oRackspace's is lamentably low

C1: Amazon AWS
C2: Rackspace
CloudServers
C4: Microsoft Azure
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Intra-Datacenter TCP Throughput

•Decimal indicates different datacenters for each service

•Verdict:

oAmazon has highest throughput within datacenters
oRackspace's is lamentably low

C1: Amazon AWS
C2: Rackspace
CloudServers
C4: Microsoft Azure
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Latency: Round Trip Time

C1: Amazon AWS
C2: Rackspace 
CloudServers
C3: Google App Engine
C4: Microsoft Azure

•C3 shows optimal performance and C3-actual 
shows average attainable performance

•Verdict:
oGoogle is the fastest by far, even on average
oRackspace has the highest latency
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Persistent Storage

•Cloud providers offer persistent storage to share data 
between instances

•Two types of storage:

oBlob Storage for unstructured data, regular files
oTable Storage for structured data, databases

•Rackspace (C2) doesn't offer a table storage service

•Google App Engine (C3) does not offer a blob storage service
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Blob Download/Upload Times

•Verdict:

oFor small file sizes(1KB), Microsoft Azure is best
oFor large file sizes(10MB), Amazon AWS is best

C1: Amazon AWS
C2: Rackspace

CloudServers
C4: Microsoft Azure
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Table Storage Operations

C1: Amazon AWS C3: Google App Engine

C4: Microsoft Azure

•Verdict:

oAmazon has fastest table query times by a significant 
margin

oMicrosoft Azure has noticeably slow table query time
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Webpage Load Time
C1: Amazon AWS

C2: Rackspace CloudServers

C3: Google App Engine

C4: Microsoft Azure

•Verdict:

oGoogle App Engine has 
fastest load times

oRackspace is much slower 
than the rest
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And the Winner Is...

•.Not immediately clear

•Different providers cater to different needs, no one provider 
is best at everything

•Google App Engine has the fastest load times, but is less 
flexible than the other providers

•Amazon AWS has highest throughput and data access times

•Rackspace CloudServers is very cost-effective, but has low 
perfomance

•Microsoft Azure is rather middle-of-the-road in terms of 
service, but has a very high price point

NB: MANY THINGS MAY HAVE CHANGED SINCE 2010 !!


